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Neural network (NN) concepts revolutionize computing by solving challenges previously thought to be 
reserved to the abstract intelligence of humans. However, the astonishing and substantial conceptual 
breakthroughs are so far not mirrored by advances in integrated hardware specialized in physically 
implementing NNs. For maximal efficiency, the largest fraction of a NN’s hardware should be dedicated 
to the core computational task, while auxiliary infrastructure should be pushed into the background. I 
will demonstrate a fully autonomous photonic NN based on a high-dimensional semiconductor laser 
that implements a scalable photonic NN fully in parallel and with minimal support by a classical digital 
computer. We achieve this by employing exclusively black-box, evolutionary optimization algorithms, 
and I will show that for real-world analog neural networks these hold substantial promises while 
removing the most critical block to truly hardware based realtime learning. 
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